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An important question in the physics of superconducting nanostructures is the role of thermal fluctuations
(TFs) on superconductivity in the zero-dimensional limit. Here, we probe the evolution of superconductivity as
a function of temperature and particle size in single, isolated Pb nanoparticles. Accurate determination of the
size and shape of each nanoparticle makes our system a good model to quantitatively compare the experimental
findings with theoretical predictions. In particular we study the role of TFs on the tunneling density of states (DOS)
and the superconducting energy gap (!) in these nanoparticles. For the smallest particles h ! 13 nm, we clearly
observe a finite energy gap beyond Tc giving rise to a “critical region.” We show explicitly through quantitative
theoretical calculations that these deviations from mean-field predictions are caused by TFs. Moreover, for
T ! Tc, where TFs are negligible and typical sizes below 20 nm, we show that ! gradually decreases with
reduction in particle size. This result is described by a theoretical model that includes finite size effects and zero
temperature leading order corrections to the mean-field formalism.
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I. INTRODUCTION

Superconductivity in quantum confined systems has been
a subject of research for the past few decades.1–3 However,
recent findings promoted by technological developments have
revived the interest in this field.4–18 These advances can shed
light on the evolution of the ground state with particle size
or the role of (thermodynamic) fluctuations on the stability
of the superconducting state. Many earlier reports19–23 have
addressed some of these questions. However, a complete
understanding of these problems is far from complete, though
some general features are broadly accepted.

The effect of thermal fluctuations (TFs) on supercon-
ductivity in small particles has been probed previously in
ensemble-averaged nanoparticle systems through studies of
specific heat and diamagnetism.24–26 It is known that as the
dimension of the system is reduced below the superconducting
coherence length (ξ ), there are deviations from mean-field
behavior due to quantum and TFs that lead to the smearing
of the superconducting transition.27 Interesting effects arise
above the transition temperature (Tc) like the appearance
of excess diamagnetism, conductivity, specific heat, and
tunneling currents. A “critical regime” can thus be defined
where superconducting fluctuations dominate. In a zero-
dimensional superconductor where all dimensions are less than
ξ , fluctuation effects lead to a large critical regime, which in
principle can be accessed experimentally. A detailed study of
this critical regime is possible only through measurements on
single, isolated superconducting nanoparticles. Moreover, a
good knowledge of the geometry of the system is required to
carry out a quantitative comparison between experiments and
theory.

In this paper we present an experimental study of the
evolution of superconductivity in single, isolated nanoparticles
as a function of size and temperature which overcomes
these challenges. Through our scanning tunneling microscopy
(STM) measurements on individual Pb nanoparticles with
sizes ranging between 3–30 nm grown in situ in ultrahigh
vacuum (UHV) conditions, we have addressed two funda-
mental questions: In the low temperature limit, how does
superconductivity evolve as the particle size is decreased? For
higher temperatures, how do TFs affect the tunneling DOS and
hence superconductivity? In order to answer quantitatively
these questions we have compared the experimental results
to the theoretical predictions of a model that includes both
TFs in the static path approximation (SPA),28,29 finite-size
corrections to mean field, and the leading corrections to the
mean-field formalism at zero temperature.

The paper is structured as follows. After this introduction, in
Sec. II sample preparation and the experimental methodology
to obtain the superconducting energy gap (!) of the Pb
nanoparticles are presented. In Sec. III A we provide a
theoretical description of the DOS and the superconducting
gap (!) based on the path integral formalism that describes the
effect of TFs at T ∼ Tc. Section III B theoretically addresses the
low temperature regime (T ! Tc) including deviations from
mean-field predictions according to the Richardson formalism.
The main results are presented and discussed in Sec. IV, where
the evolution of ! with the particle size in the low temperature
limit and the TFs giving rise to a finite gap for T > Tc are shown
in IV A and IV B, respectively. In Sec. V the validity of the
Dynes expressions in the nanoscale regime and the role of the
broadening parameter #(T) are investigated. Finally the main
conclusions of the present work are summarized in Sec. VI.

104525-11098-0121/2011/84(10)/104525(11) ©2011 American Physical Society
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Technological developments permit to synthesize 
and characterize high quality nano-structures 

Properties of single superconducting nano-grains 
can be studied by STM

It is now possible to address the role of 
thermodynamic fluctuations on the stability of the 
superconducting state
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Topics of this talk:

Description of a clean, finite-size  conventional superconductor.

Test the applicability of this description to realistic grains.
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0d samples

Pb � 10 nm

ξBulk � 80 nm
h

R

Corrections within MF-BCS:

for equally spaced levels: 

for a nanograin:

A. M. García-García et al.
PRL 100, 187001 (2008)

finite size corrections to

�(ε) = δ−1 �(ε) =
�

α

δ(ε− εα)|ε| < ED

typical values for a 10nm grain:   
      conduction electrons in the grain
      electrons participating in the paring 
      mean level spacing

∼ 105

∼ 102−3

∼ 10−2meV

Part I :: Model

BCS Hamiltonian

−α = T (α)
|Eα − µ| = |εα| < ED

EDEF

E

α = (k, ↑), (−k, ↓)

(k, ↑) > 0

H =
�

α

εαc
†
αcα − δ

�

α,α�>0

gα,α�c
†
αc

†
−αc−α�cα�

gα,α� = g

� and gα,α�

Single particle DOS

H. Olofsso et al.
PRL 100, 037005 (2008)

δ ∝ V −1
�m
�

�−3/2
E−1/2

F

integrable and 
chaotic grains

R. Parmenter
Phys. Rev. 166, 392 (1968).

J. M. Blatt and C. J. Thompson, 
Phys. Rev. Lett. 10,332 (1963)



Hubbard-Stratonovich transformation

Static Path Approximation (SPA)
B. Mühlschlegel, D. J. Scalapino, R. Denton  
PRB 6,1767 (1972)

classical variable

valid for finite T

BCS MF result is recovered for bulk systems

Corrections due to thermal fluctuations

∆(τ) = ∆
Z/Z0 =

� ∞

0
d |∆|2 e−βA0(|∆|)

ξ0 =
�

ε2 + |∆|2

∂|∆|A0 (|∆|) = 0

A0 ∝ (Volume)

Z =

�
D∆†D∆Dc†Dc e−

� β
0 dτ{�α c†α[∂τ+εα]cα+

�
α(c†αc†−α∆(τ)+∆†(τ)c−αcα)+(gδ)−1∆†(τ)∆(τ)}

A0 (|∆|) = (gδ)−1 |∆|2 − 1

β

�

D
dε� (ε) ln

�
1 + e−βξ0

� �
1 + eβξ0

�
�
1 + e−β|ε|

� �
1 + eβ|ε|

�

�

D
=

� ED

−ED

(gδ)−1 =

�

D
dε� (ε)

tanh (βξ0/2)

2ξ0

Part I :: SPA
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Typical tunneling conductance experiment

2

small deviations x around the classical value ∆(τ) = ∆ + x(τ), but the resulting expressions are quite cumbersome.

Moreover deviations in the energy gap due to quantum fluctuations start to be relevant for low temperatures and L ≤
6nm (** ref **) which is not far from the minimum size that can be studied experimentally. It is now straightforward

to integrate out the electrons and the radial part of ∆ obtaining the partition function as a simple integral

Z

Z0
=
ˆ

d |∆| |∆| e−βδ−1A(|∆|)
(2)

with exponential weight given by

A (|∆|) = λ−1 |∆|2 −
ˆ ED

−ED

dε �1P (ε)
�
(ξ − |ε|) +

2
β

log
�

e−βξ + 1
e−β|ε| + 1

��
. (3)

where ξ =
�

ε2 + |∆|2 and �1P (ε) = (2ED)
�

α δ (ε− εα) is the dimensionless 1P density of states (for equally spaced

energy levels �1P (ε) = 1) . For sake of clarity of the final expression we normalized the result with respect to the

free electron (λ = 0) partition function Z0. In the experimental case the one particle energy levels εα are those of a

free particle in an almost hemispherical grain with infinite potential at the boundary. From the explicit knowledge of

the partition function is straightforward to compute different observable of interest. For instance, in the bulk limit

βδ−1 →∞, a zero-th order saddle-point calculation leads to the usual BCS gap equation:

∂|∆|A (∆MF) = 0 ⇒ λ−1 =
ˆ ED

−ED

dε �1P (ε)
tanh

�
βξ
2

�

2ξ
. (4)

We now turn to the calculation of the experimental input, the differential tunneling conductance dI/dV . As a first

step we compute the quasiparticle density of states.

Density of states

The normalized density of states (DOS) Ns(ω) is obtained from the spectral function

A(ω,α) = lim
Γ→0+

− 1
π

Im [G(ω + iΓ, α)]

by carrying out the sum over the spatial index α: Ns(ω) = 1
N

�
α A(ω,α). The imaginary time Green’s function G is

given in the SPA by,

G(iωn, α) =
�

Z

Z0

�−1 ˆ
d |∆| |∆| e−βδ−1A(|∆|) GD(iωn, α),

where

GD(iωn, α) =
1
2

��
1 +

εα

ξα

�
1

iωn − ξα
+

�
1− εα

ξα

�
1

iωn + ξα

�

is the usual SC Green’s function. Thus the DOS can be simplified to,

Ns(ω) =
�

Z

Z0

�−1 ˆ
d |∆| |∆| e−βδ−1A(|∆|) 1

2ED

ˆ ED

−ED

dε �1P (ε) Im

�
− 1

π
GD(ω + iΓ, α)

�
. (5)

In the limit βδ−1 →∞, considering a constant density of states �1P (ε) = 1, one obtains the Dynes expression [1]

ND(ω) = Im



 ω + iΓ�
∆2 − (ω + iΓ)2



 . (6)
Dynes 
expression

Fit to obtain      and

Interpretation:
(Quasiparticle lifetime)

No microscopic parameters are needed 

Not so simple for finite systems .... 
... have the    and    the same interpretation than for bulk?

                                                               .... back to the SPA formula 

∆ Γ

SC gap∆

Γ QP scattering, recombination,
experimental apparatus, ....

∆ Γ

-1

What about thermal fluctuations due to finite size effects?

Part I :: Dynes expression (i)



DOS in the SPA approximation

Define the order parameter
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Fit the SPA DOS to experimental measurements  to get

Microscopic theory is needed:

Coulomb interactions, phonon spectrum...
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Compute     by the SPA formula
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(Quasiparticle lifetime)Γ
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Part I :: Dynes expression (ii)
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Theoretician’s experiment....

has two contributions!

Quantifies thermal fluctuation

Fit Dynes expression to SPA generated “data”: ∆D ΓD = τ−1 + Γth

Good fit even for large δ in the experimental accessible region

∆
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Why all this?

Dynes expression fits perfectly the experimental data!
There is no direct experimental measure of    !
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Fig. 1 (a) dI/dV (1) as a function of eV for δ = 0.1∆0, Γ = 0.1∆0, ED = 9∆0, λ = 0.34.
Red lines stand for the theoretical dI/dV from (2) and dots correspond to Dynes fitting (5).

We assume ρ(�) ≈ 1/δ, (b) the order parameter for the same parameters as in (a). Red lines

∆̄(T ) (6) correspond to the SPA prediction and black dots ∆D(T ) stand for Dynes fitting,

(c) Γth(T ) for the same parameters as in (b) (see text for more details).

effects leading to a finite quasiparticle life-time and thermal fluctuations as
well. We note that Γ = ΓD in (2) englobes two contributions: ΓD = τ−1 +Γth
where the former accounts for the quasiparticle life time and the latter is re-
lated to thermal fluctuations arising due to finite size effects. It is therefore
expected that Γth has a peak around the mean-field critical temperature with
a typical width that describes the interval of temperatures where fluctuations
are important. A important drawback of Dynes approach is that it is not pos-
sible to disentangle these two contributions. The situation is different if the
SPA formalism (5),(6) is employed. Here thermal fluctuations are included
so that ΓS ≡ 1/τ only accounts for the finite quasiparticle lifetime. This is
an important difference. One can quantitatively estimate the role of thermal
fluctuations by the quantity Γth = ΓD − ΓS which can be obtained by fitting
the experimental data by both Dynes ansatz (2) and the SPA expression (5).
This quantity has a maximum (see Fig. 1c) near the critical temperature where
thermal fluctuations are more important. Therefore it can be used to estimate:
a)the importance of thermal fluctuations with respect to other sources of de-
coherence, b) the (would-be) critical temperature and c) the region around
Tc where fluctuations are relevant. Similar findings are applicable to T � Tc

provided that quantum fluctuations are also included in the theoretical formal-
ism. In summary, the use of a theoretical framework that takes into account
deviations from mean-field to analyse experimental data expands substantially
the information that can be obtained from STM experiments.
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mean-field formalism, which accounts for recombination
processes and electron-phonon scattering. However a simpler
DOS ansatz was proposed by Dynes and coworkers:32

Ns(E,!,") = Re

[
|E| + i"(T )

√
(|E| + i"(T ))2 − !(T )2

]

. (2)

This is broadly used since the values of ! and " thus
obtained are in excellent agreement with the theoretical
predictions of the Eliashberg’s formalism. We used Eqs. (1)
and (2) to fit our experimental spectra with ! and " as fitting
parameters. As can be seen in Fig. 1(b), there is an excellent
agreement between the experimental data and the theoretical
fits giving unique values of !(T) and "(T), which characterizes
ideally the superconducting state of each Pb nanoparticle (see
(Appendix (2)) for the description of the fitting procedure).

Solid symbols in Fig. 1(c) show the size variation of the
experimental superconducting gap ! for low temperatures
T = 1.1–1.25 K obtained from the fits using Eqs. (1) and
(2). We observe that for large particles (>20 nm), ! is similar
to that of bulk Pb (∼1.36 meV) and subsequently decreases
gradually as particle size is reduced.

III. THEORETICAL ASPECTS OF SUPERCONDUCTIVITY
IN A ZERO-DIMENSIONAL SUPERCONDUCTOR

Although Dynes ansatz nicely reproduces the experimental
conductance spectra (see Figs. 1 and 2), it does not give
any information about the physical phenomena relevant at
these length scales. One of the main goals of this paper
is to overcome this limitation by providing a quantitative
theoretical description of the experimental results. For that
purpose we combine different theoretical tools from the path
integral formalism in the SPA for T ∼ Tc to Richardson’s

equations that describe deviation from mean-field results in
the low temperature limit. In the following we provide an
introduction to these techniques.

A. T ∼ Tc: Description of TFs by the path integral formalism

The path integral formalism in the so-called SPA28 is a
powerful tool to describe the interplay between superconduc-
tivity and TFs in a zero-dimensional nanoparticle. We note
that for T # Tc, corrections to mean field due to TFs are
small, and other effects not included in SPA become relevant.
Consequently other techniques, such as the Richardson formal-
ism, must be employed in order to describe superconductivity
beyond the mean-field limit in this region (see next section).

SPA assumes ! to be space-time homogenous and can be
used in our case as the system size is lower than the coherence
length. Explicit analytical results are obtained for the DOS and
! using this treatment, as described subsequently.

Superconductivity in the nanoparticle is modeled by the
usual Bardeen-Cooper-Schrieffer (BCS) Hamiltonian,

H =
∑

α

εα c†α − λδ
∑

α,α′>0

c†αc
†
−αc−α′c−α,

where λ is the coupling constant that describes the effective
electron-phonon attraction, δ is the mean level spacing, εα

are the eigenvalues of the one-body problem (for a free
particle in almost hemispherical geometry). States labeled
by α and −α are related by time-reversal symmetry. By a
Hubbard-Stratonovich transformation, the partition function
of the system (Z = Tr[e−βH ]) can be expressed in terms of
a complex gap variable !(τ,r). The spatial dependence of
!(τ,r) ≈ !(τ ) is negligible since the coherence length of
metallic particles is typically larger than the particle size.
It is worth noting that the imaginary time dependence of
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FIG. 2. (Color online) Conductance spectra
vs temperature T for two particles of heights
(a) 23 nm and (c) 10.5 nm. Experimental raw
data are shown by open circles. Data in ash is
taken at a temperature where no superconducting
signal is obtained. The solid lines are the fits
using Eqs. (1) and (2). For clarity the inset in
Figs. 2(a) and 2(c) show the excellent fit to
the conductance spectra at temperatures close
to Tc where the signal changes by 2–8% from
the background. (b), (d) show the variation of
!(T) (red solid circles) with temperature (T) for
the two particles as obtained from the fits. Solid
lines correspond to the variation expected from
BCS theory.

104525-3

δ/∆0 < 10−2

Part I :: Dynes vs SPA



Finite size effects:
BCS:         corrected DOS
Non BCS:  
Thermal:   SPA

g(δ)

IVAN BRIHUEGA et al. PHYSICAL REVIEW B 84, 104525 (2011)

the definition of the action of our system. It was also shown in
Ref. 35 that for δ/" < 1, QFs, not included in our formalism,
are at most of order ∼("/ED)(δ/"), which extends the appli-
cability of our model until particle sizes h ∼ 6 nm very close
to the smallest particles, which can be studied experimentally.

4. Size dependence of the electron-phonon
interaction parameter (λ)

In our model λ is an effective parameter that describes the
strength of the interactions that lead to the superconducting
state. It is well documented that in strongly coupled supercon-
ductors, such as Pb, λ decreases with temperature as thermal
phonons are less effective to glue electrons together. The
dependence of λ on grain size is less clear, as in the nanoscale
region several competing effects must be considered. Coulomb
interactions and quantization effects in the phonon spectrum
increase as the grain size is reduced. As a result we expect the
effective coupling constant to decrease accordingly. On the
other hand the increasing contribution of surface phonons as
system size is reduced is expected to increase λ.

In order to make quantitative comparisons between theory
and experiment it is thus necessary to employ a size-dependent
coupling constant. It is possible to estimate this size depen-
dence by fitting the experimental differential conductance with
the theoretical prediction from SPA approach where λ is a
fitting parameter. In Fig. 1(c) we show the results of the fitting
in the low temperature limit T = 1–1.25 K. We observe that
for the largest grains the value of the coupling constant leads

5 10 15 20 25

0.32

0.34

0.36

0.38

λ

h (nm)

FIG. 8. (Color online) λ as a function of the particle size (h).
This result was obtained by fitting the experimental differential
conductance by theoretical prediction of the SPA approach where
λ is a fitting parameter. The particle is close to hemispherical
h ∼ R.

to an energy gap very close to the bulk one ∼1.35 meV. As a
general rule the coupling constant decreases with the system
size (Fig. 8). However the size dependence for h > 6–7 nm
is relatively weak, !5%. It is tempting to speculate that the
flattening observed for h ∼ 10 nm is due to the interplay
between surface-phonons effects that enhance pairing and the
rest of effects that tend to weaken it. We note [see Fig. 1(c)]
that quantitative agreement between theory and experiment is
only achieved after this small size dependence of λ is included
in the theoretical model.

*amg73@cam.ac.uk
†Present address: Max Planck Institute for the Physics of Complex
Systems, Dresden, D-01187, Germany.

‡sangita.bose@gmail.com
1B. Abeles, R. W. Cohen, and G. W. Cullen, Phys. Rev. Lett. 17, 632
(1966).

2M. Strongin, O. F. Kammerer, J. E. Crow, R. D. Parks,
D. H. Douglass, and M. A. Jensen, Phys. Rev. Lett. 21, 1320 (1968).

3I. Giaever and H. R. Zeller, Phys. Rev. Lett. 20, 1504 (1968).
4D. C. Ralph, C. T. Black, and M. Tinkham, Phys. Rev. Lett. 74,
3241(1995).

5A. Bezryadin, C. N. Lau, and M. Tinkham, Nature 404, 971 (2000).
6A. A. Shanenko, M. D. Croitoru, and F. M. Peeters, Europhys. Lett.
76, 498 (2006).

7T. Nishio, M. Ono, T. Eguchi, H. Sakata, and Y. Hasegawa, App.
Phys. Lett. 88, 113115 (2006).

8T. Nishio, T. An, A. Nomura, K. Miyachi, T. Eguchi, H. Sakata, S.
Lin, N. Hayashi, N. Nakai, M. Machida, and Y. Hasegawa, Phys.
Rev. Lett. 101, 167001 (2008).

9I. Guillamon, H. Suderow, A. Fernández-Pacheco, J. Sesé, R.
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FIG. 4. (Color online) Superconducting gap
!(T) vs temperature (T) for different nanopar-
ticles. Red circles show the experimental gap
obtained from Eq. (1) with the DOS given
by Eq. (2). Solid black lines correspond to
the variation expected from BCS theory. Solid
blue lines show the theoretical prediction, which
includes the effect of TFs within the static path
approach [see Eq. (4)]. (a) h = 23 nm, (b) h =
13 nm, (c) h = 10.5 nm, and (d) h = 8 nm.

[Figs. 2(b) and 2(d)]. From Figs. 2(b) and 2(d) we observe that
the evolution of !(T) is quite different for the two particles.
While for the large particle it follows the characteristic
BCS variation (black solid line), for the small particle clear
deviations from BCS are visible at high temperatures. We also
observe a finite energy gap beyond the mean field Tc (where
Tc is defined as the temperature where the mean-field BCS gap
goes to zero). As was already discussed in the introduction,
we expect TFs, controlled by the parameter δ/Tc, to induce
deviations from mean-field predictions. Therefore the critical
region [∝ (δ/Tc)1/2] around Tc becomes experimentally
accessible for sufficiently small (h ! 13 nm) Pb nanoparticles.

We note TFs around Tc are well described within SPA where
only paths that are space and time independent are included in
the partition function. The resulting theoretical expression for
the energy gap from the SPA formalism is given by Eq. (4).
Figures 3(a) and 3(b) show the experimental tunneling spectra
for h = 10.5 nm and h = 8 nm, respectively, at different
temperatures fitted with the theoretical expression given by
SPA. SPA theory nicely reproduces the experimental data.
Since TFs are explicitly included in the SPA formalism, this
implies that we identify the evolution of the tunneling DOS in
small superconducting particles due to the influence of TFs.

We would like to point out here that for the small
Pb nanoparticles at temperatures close to and above Tc,
the conductance varies by a very small amount (1–8%).
Nevertheless, as shown in the insets of Figs. 2(a) and 2(c)
and 3(a) and 3(b) the quality of the fits close to and above
Tc is still very good, allowing us to extract unique values of
the experimental superconducting energy gaps for this crucial
temperature window.

In Figs. 4(a)–4(d) we show the temperature evolution of
the gap for four particle sizes (h = 23 nm, 13 nm, 10.5 nm,
and 8 nm). Here the symbols are obtained from the Dynes
fits to the experimental tunneling spectra. The blue solid

line is the theoretical expression using the SPA formalism
[Eq. (4)]. Again, we observe that while for the larger particles
(h " 14 nm) the energy gap follows the expected BCS
functional form (black solid line) for almost all temperatures;
for the smaller ones the !(T) has a significant tail for T
> Tc. Thus, we can conclude from our results that TFs
lead to a “fluctuation dominated regime” characterized by a
finite energy gap beyond Tc that persists up to a temperature
T∗(>Tc). Theoretically the energy gap should be finite even
for higher temperatures. However its experimental detection
is challenging as it becomes difficult to separate the signal
from the background noise.

V. RELIABILITY OF DYNES FITTING AND ANALYSIS OF
THE BROADENING PARAMETER !(T) IN THE CASE

OF NANOPARTICLES

In this last section we show the validity of the data
analysis by Dynes expression in the nanoscale regime. We
note that the agreement between theory and experiments
found in the previous section is an indication that this is
the case. This check is also important in order to support
our claim that deviations from mean-field predictions in the
superconducting energy gap [Figs. 2(b) and 2(d)] are caused
by TFs. We proceed by fitting the DOS in the SPA approach
[Eq. (3a)] (which accounts for TFs) for different particle sizes
with Dynes expression [see Fig. 5(a)]. The good agreement
between the energy gaps obtained from Dynes fits and SPA
theoretical prediction [Eq. (4)] indicates that the Dynes ansatz
[Eq. (2)] is suitable in the nanoscale region and captures the
effect of TFs. This also justifies our data analysis using the
Dynes ansatz in this region. In addition such a good agreement
also clearly confirms that the deviations from mean-field
results observed in experiments [Figs. 2(b) and 2(d) fitted
using Dynes ansatz] are caused by TFs.

104525-6

The experimental data is well described 
by a theoretical model that includes TFs 
+ mean-field finite-size effects

TFs give rise to a finite-energy gap in 
the “fluctuation dominated regime” 
around Tc. 

It is possible to address single SC 
grains in STM experiments 

Conclusion of Part I
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The role of fluctuation (thermal + quantum) in the behavior of the order parameter in 
finite size systems

Thermal fluctuations: For a finite size system    is not a well defined quantity

Quantum fluctuations: is a dynamic quantity   

important near Tc

most important for low temperatures

∆

∆(τ)

Part II

(thermal + quantum)  fluctuation is a long standing problem in the theory of 
superconductivity in nanograins - also relevant in cold atom and nuclear physics.

� 10 nm Grain Size

Thermal 

Quantum
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Hamiltonian for a 0d sample
H =

�

α

εαc
†
αcα − gδ

�

α,α�>0

c
†
αc

†
−αc−α�cα�

Z =

�
D∆†D∆Dc†Dc e

−
� β
0 dτ





�

α



 cα,1 (τ)
c†α,−1 (τ)




†

 ∂τ + εα ∆(τ)
∆† (τ) ∂τ − εα







 cα,1 (τ)
c†α,−1 (τ)



+(gδ)−1∆†(τ)∆(τ)






G−1 = −
�

∂τ + εα ∆(τ)
∆† (τ) ∂τ − εα

�
G−1

0 = −
�

∂τ + εα 0
0 ∂τ − εα

�

Hubbard-Stratonovich field

Integrate out the electrons

Z

Z0
=

�
D∆†D∆ e−βA[∆]

βA [∆] = (gδ)−1
� β

0
dτ ∆† (τ)∆ (τ)− tr

�
ln
�
−G−1

�
− ln

�
−G−1

0

��

Part II :: Model+Method (i)

- exact solution - Richardson equations - useful for T=0

- no results for finite T
Von Delft, Sierra, Braun, Dukelsky...



BCS:
(number of electrons 
participating in the paring)

Gap equation

(gδ)−1 =
�

α

tanh (βξα/2)

2ξα
ξα =

�
ε2α + |∆|2

SPA:

saddle-point

∆(τ) = ∆

RPA: ∆(τ) = ∆+ δ∆(τ)

Integrate over    exactly 

obtained by the saddle-point condition

∆

To take into account thermal and quantum fluctuations:

∆

rounding of the transition

increasing of     at low T

combine SPA + RPA

Static path approximation

Random phase approximation 

Gaussian fluctuationsδ∆(τ)

Mean field approximation ∆̄

T

∆̄

T

∆̄

T
∆̄

A [∆] ∝ N

∂∆A[∆] = 0

Part II :: Model+Method (ii)

Approximations

Rossignoli and Canosa 
Ann. of Phys. 275, 1-26 (1999)
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∆(τ) = s(τ)eiφ(τ)

∆(0) = ∆(β)
s(0) = s(β)

φ(τ) = φ0 + 2πMτ/β + δφ(τ)

φ(0) = φ(β) + 2πM

Decompose the field     in phase and amplitude

...previous works we were mixing these 
contributions 

∆

Consider the fluctuations

Expand the action

s2(τ) = s20 + δs2(τ)
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Part II :: SPA+RPA (ii)

The role of the non-trivial phase configurations

Paths with winding number             cost energy 

Z =

� π
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dφ0

2π

� ∞

0
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         : paths with            can be discarded  

 : the sum imposes that the GS has an even number of particles 

T � δ

T = 0

M �= 0

M �= 0

Matveev and Larkin PRL 78, 3749 (1997)

To understand the role of fluctuations we consider  M=0 only

Nevertheless, it is important to identify the modes with non-trivial windings 

Collective modes cause the Gaussian fluctuations to diverge in the cartesian case

Correction due to            configurations can be easily includedM �= 0

+ Charging effects (self capacitance of the grain) -> odd,even effects  
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Fluctuation matrix 
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The described procedure leads to the partition function
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and s2m are the m-th Matsubara component of δφ(τ) and

δs2(τ) (defined as Ym = 1
β

´
dτ eiΩmτY (τ), Y = δφ, δs2

) . D� stands for the integration over the non-zero

Matsubara components and Ξm is normalized such that

detΞm→∞ = 1. A0 [s0] is an extensive part of the action

coming from the integration of the electronic degrees of

freedom and A1 [s0] in Eqs. (1) and (3), is the spectral

determinant resulting from the Gaussian integration over

the fluctuations around the mean-field solution. From

these considerations one can interpret − 1
π Im �C (ν + i0+),

given in Eq. (4), as the density of states of the fluctuating

modes.

Results. - The natural order parameter for the super-

conducting transition is the connected pair correlation

function ∆2
C = (gδ)2

�
αα�

�
c
†
α�1c

†
α�−1cα−1cα1

�

C
. An ex-

plicit expression for ∆C is obtained in a standard way by

adding source terms to the action S and deriving with

respect to them,

∆2
C = ∆̄2

(6)

− (δg)2
ˆ
D
dε� (ε)

���
nsc (ξ)

2
��

− ��nsc (ξ)��2
�
,

where

∆̄2 =

��
s
2
0

�
(δg)

ˆ
D
dε� (ε) r (ξ)

�2��
, (7)

nsc (ξ) = 1
2

�
1− ε

ξ tanh
�

βξ
2

��
, and the average ��...�� is

defined as ��O�� = Z0
Z

´∞
0 ds20 e−β(A0[s0]+A1[s0]) O.

In the literature other parameters have been

considered to study deviations from mean-field

results: for example
��
s20

��
[3] and ∆2

P =

(gδ)2
�

αα�

��
c
†
α�1c

†
α�−1cα−1cα1

�

g
−
�
c
†
α�1c

†
α�−1cα−1cα1

�

g=0

�

[9]. The latter can be simply related to (7) by

∆2
P = ∆̄2 − gδ (δg)

´
D dε� (ε)

���
nsc (ξ)

2
��

− nf (ε)
2
�
.

For simplicity we assume ∆C ≈ ∆̄ as other terms in (6)

do not play a significant role and make the calculation

slightly more involved. ∆C becomes the bulk gap for

δ → 0, and it is expected to be closely related to the

0.5 1 1.5
T/T
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0.5

1

∆
C
(T

)/
∆
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0

δ = 0.7∆
0

BCS

Figure 1: ∆C(T ), (6), for a constant spectral density ρ(ε) =
1/δ. ∆C(T ) combines thermal and quantum fluctuations. It
reduces to the RPA (SPA) for T � TC (T � Tc) .

spectral gap at finite δ. We focus on two specially simple

situations: a) a constant spectral density, b) only one

level, usually called shell, in the interacting region

with a degeneracy Nl � 1 such that δ/∆0 � 1 where

δ = 2ED/Nl. Physically this corresponds to a spherical

or cubic grain in which, due to geometrical symmetries,

the spectrum is highly degenerate. Other geometries can

be easily studied but calculations are more involved. We

postpone this study to a future publication [16].

Constant spectral density. - In this case � (ε) = 1/δ
and the partition function (5) cannot be simplified fur-

ther so we carry out the calculation of ∆C (6) numer-

ically. In Fig.1 we depict ∆C(T ) for different values

of δ. As was expected, no divergences arise at low

temperatures. For zero temperature ∆C(0) is equal to

the RPA result [9] that predicts a leading correction

∆C(0) = ∆0(1 + αδ/ED) with α a constant of order the

unity. For T � TC , ∆C agrees with the SPA [3] that

describes thermal but not quantum fluctuations (see Fig.

2). Results from Richardson’s formalism [7, 20] at T = 0
are similar but a direct comparison is not possible as ∆C

is not exactly the spectral gap. In Fig. 2 we depict the

difference between (7) and the SPA prediction. Devia-

tions at low temperatures are mostly due to the RPA

correction, however it is clearly observed that, for inter-

mediate temperatures, differences from SPA results in-

crease as a consequence of the combined effect of thermal

and quantum fluctuations. Previously this region was not

accessible to analytical calculations. We note that the

observed enhancement of ∆C by quantum and thermal

fluctuations is not an indication that superconductivity

is more robust. In fact fluctuations always weaken long

range order causing phase slips and the broadening of

the transition. The gap is enhanced because fluctuations

induce pairing in circumstances which are not allowed

within a mean field approach.

Shell models.- The calculation of the partition function

greatly simplifies by assuming that there are only two de-

generate levels (shells) in the interaction region. We note

4
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Figure 2: Difference between ∆C(T ) (6) and the SPA pre-

diction [3] which only takes into account thermal fluctuations

for different δ’s. It is assumed that ρ(�) ≈ 1/δ. For low tem-

peratures the difference is just the usual RPA correction that

describes quantum fluctuations at T = 0. However the peak

observed close to Tc is due to the non-trivial interplay of ther-

mal and quantum fluctuations which is beyond the reach of

SPA and RPA separately.

that quantum fluctuations are still small, and therefore

our formalism is still applicable, provided that the degen-

eracy of the level Nl/2 is large enough such that δ � ∆0

where in this case δ = 2ED/Nl. With this simplification

we find an explicit expression for A1. For two shells with

energy at ±ε0 (i.e. � (ε) = Nl
2 [δ (ε− ε0) + δ (ε+ ε0)])

A0,A1 in (1) are given by,

A0 [s0] = δg





s20 −

4ε0 coth
�

ε0βc

2

�
log

�
cosh

�
1
2β
√

ε20+s20

�

sech
�

β|ε0|
2

�

�

β





,

A1 [s0] = 1
β ln

�
βξ20csch2(βξ0) sinh(βs0)

s0

�
, where ξ0 =

�
s20 + ε20 and βc = T−1

c =
2 coth−1

�
EDg
ε0

�

ε0
. For

T = 0 the first correction to the mean-field re-

sult coincides with the RPA prediction, ∆C =

∆0

�
1 + gδ

∆0

��
1 +

�
ε0
∆0

�2
− 1

2

�
1 +

�
ε0
∆0

�2
���

, where

∆0 =
�

E2
Dg2 − ε20. In the limit T � Tc , it is also

possible to obtain explicit expressions of ∆C by expand-

ing the action in powers of s0. To the lowest order in δ,

the SPA result ∆C �
�

δg tanh2( βε0
2 ) coth2( βcε0

2 )
β[1−tanh( βε0

2 ) coth( βcε0
2 )]

is recov-

ered. Higher order terms include deviations from SPA

due to quantum fluctuations.

In summary, we have shown for the first time that

thermal and quantum fluctuations can be combined in

a single theoretical framework. We have cured diver-

gences that plagued previous calculations by integrat-

ing exactly a zero energy mode. As a result we obtain

explicit expressions for Z and ∆C(T ) valid for all tem-

peratures and to leading order in δ/∆0. For intermedi-

ate temperatures both fluctuations contribute substan-

tially to ∆C(T ). These results provide a solid theoretical

framework to describe quantitatively pairing in confined

geometries at finite temperature beyond the mean field

approximation. A problem of current interest in con-

densed matter, nuclear and cold atom physics. Natural

extensions of this work include the calculation of odd-

even effects, magnetic susceptibilities and the differential

conductance, the outcome of STM experiments [16].
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A
Integrate the Gaussian fluctuations to get the corrections to SPA

Z/Z0 =

� ∞

0
ds20 e−β[A0(s0)+A1(s0)]

A1 [s0] =
1

2

�
dν

�
nb (ν)−

1

βν

�
1

2πi

�
ln

�
�C
�
ν + i0+

��
− ln

�
�C
�
ν − i0+

���

�C (z) =
�
−z2 + 4s20

� �
−z2

�
��

D
dε � (ε)

r (ξ)

−z2 + (2ξ)2

�2

+
�
−z2

�
��

D
dε � (ε)

2ε r (ξ)

−z2 + (2ξ)2

�2

Results
(for a constant density of states                )� (ε) = 1/δ

r (ξ) =
1

2ξ
tanh

�
βξ

2

�

For T=0 RPA result:
∆̄(T = 0) = ∆0(1 + αδ/ED)

T � TC

For intermediate temperatures, 
differences from SPA results increase as 
a  consequence of the combined effect of 
thermal and quantum fluctuations.

 For                SPA result

α � 1 > 0

Part II :: Results



Conclusion

The role of fluctuation in Josephson current

How “superconducting” is a grain? 

Possible clue: 

Divergences that plagued previous calculations can be cured identifying zero energy modes.

Thermal and quantum fluctuations can be combined in a single theoretical framework.

Conclusion of Part II

Further work...

Enhancement of     by quantum and thermal fluctuations is not an indication that 
superconductivity is more robust? 

No. Phase coherence is required!

Expression for         valid for all temperatures to leading order in∆̄(T ) δ/∆0

JJ

∆

Part II :: Conclusion







BCS Finite Size Corrections

Thermal Fluctuations

Quantum fluctuations

Thermal Fluctuations in SC Nanograins :: Outline

Define SPA DOS - including all the ingredients

Comparison with experimental results

Semiclassical single particle DOS
 García-García

Path integral - SPA (static phase approximation)

Scalapino

Richardson Eq.
Von Delft, Sierra, Braun, Dukelsky...

ingredients:

preparation:

mise en plat:

Define the gap for a finite system



Thermal Fluctuations in SC Nanograins :: T=0 

− 1
λδ

+
m�

j=1;j �=i

1
Ei − Ej

=
1
2

n�

k=1

1
Ei − εk

i = 1, ...,m

Methods: Theoretical description of finite size effects and thermal fluctuations in
superconducting nanograins

(** to be reviewed !! **) In this appendix we provide a detailed account of the theoretical formal-

ism employed in the paper. We show that a quantitative description of the experimental results is

possible by combining thermal fluctuations, finite-size effects and the leading, in δ/∆0, zero temper-

ature correction to mean-field. Quantum fluctuations are neglected. However the leading correction

to the energy gap from this source is at least of order δ2/∆2
0 which for Pb is small up to typical

sizes L ≤ 6nm or, for any size, at sufficiently high temperatures T ∼ Tc. Decoherence effects due to

quasiparticle scattering and recombination are described phenomenologically by adding an effective

level broadening Γ whose value is dictated by the mean field Eliashberg’s theory. Corrections due

Coulomb interactions, surface phonons are only taken into account indirectly through a redefinition

of the coupling constant λ of our model. More specifically, we derive an analytical expression for

the the differential tunneling conductance dI/dV , the experimental input, and the energy gap as a

function of the temperature and the system size which is valid provided that quantum fluctuations

are not dominant.

PACS numbers:

INTRODUCTION

In this section we summarize the SPA approximation [2]and specify the range of validity of the present treatment

emphasizing our approximations and assumptions.

The model, the partition function and the static path approach

We consider electrons in a zero dimensional-sample of a superconducting material with a typical size (∼ 10 nm)

much smaller than the bulk superconducting coherence length (∼?? nm) and with one-particle (1P) energies within

a window of size 2ED around the Fermi energy: |εα| < ED, where α labels the one-particle (1P) states. Within these

limits the interactions can be considered energy independent λ(α) = λ, where λ controls the interaction strength.

Such system is well described by the BCS Hamiltonian

H =
�

α

εα c
†
αcα − λδ

�

α,α�>0

c
†
αc

†
−αc−α�cα� , (1)

where α and −α are states related by time reversal symmetry (usually α = (k, ↑) and −α = (k, ↓)) moreover εα = ε−α.

The typical energy spacing δ is defined as the total number of levels N inside the 2ED energy window δ = 2ED
N . The

partition function is given in the path integral formalism by

Z = Tr
�
e
−βH

�
=
ˆ

Dc
†Dc e

−
´ β
0 dτ[Pα c†α(∂τ+εα)cα−λδ(P

α>0 c†αc†−α)(P
α>0 c−αcα)]

,

where β = (kBT )−1
. Introducing a complex valued Hubbard-Stratonovich field, using the identity´

D∆†D∆ e
−
´ β
0 dτ[∆†∆+O1∆+∆†O2] = e

´ β
0 dτ O1O2 (with D∆†D∆ =

�
τ

d∆†(τ)d∆(τ)
2πi ), one can decouple the interac-

tion term obtaining

Z =
ˆ

D∆†D∆Dc
†Dc e

−
´ β
0 dτ{P

α c†α[∂τ+εα]cα+
P

α>0(c†αc†−α∆(τ)+∆†(τ)c−αcα)+(λδ)−1∆†(τ)∆(τ)}
.

Note that the gap variable ∆ is homogeneous in space ( i.e. it has no spatial index α) since we assumed that the

sample size is much smaller then the coherence length.

Consider now the Fourier transform ∆(iΩn) (where Ωn = 2π
β n are bosonic Matsubara frequencies), the typical energy

to excite the n-th mode is of order n kBT ......

Moreover we concentrate our study in finite temperature regime .....(**** argument ***)

This is the so called static path approximation (SPA) [2]: ∆(τ) = ∆; D∆†D∆ → d∆†d∆
2πi .

This approximation is equivalent to keep thermal but neglect quantum fluctuations in the sense that ∆ is now

considered as a stochastic classical variable. Small quantum fluctuations can be included explicitly [10] considering

Exact solution -> Richardson equations

T=0 
deviations from 

mean field

Path integral?
Too difficult!

Richardson’s 
equations
Even worse!

BCS  BCS  
eigenvalues

But

OK expansion 
in δ/∆0 !

Richardson, Yuzbashyan, 
Altshuler

Pair breaking 
excitation

Deviations form MF are known for T=0 

quite 
complicated.... 

GS energy

Pair breaking 
excitation

Richardson, Yuzbashyan, Altshuler

Interpretation of a (complicated)       expansion is simple...δ/∆0

Energy to 
break a pair

Blocking 
effect

only important for 
δ � ∆0(h < 5nm for Pb)

prescription: remove the two energy levels closest to the E_F

use the single particle DOS : �1P(ε) = �1P+S −Θ(|ε| − δ/2)

∆b = ∆0

�
2− δ

∆0
+

δ

∆0

∆0

Ed
× cte + ...

�



Thermal Fluctuations in SC Nanograins :: Dynes expression

Further work

SPA -> SPA + QF

Theory for          ?λ(δ, T )

include quantum gaussian fluctuations
more accurate
complicated expressions
problems for T=0

sources of decoherence ?

Real life... and for the less good

Non conventional SC
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should not see the 
transition!

low signal-to-
noise ratio


